1. 引入

机器人学和强化学习是水乳交融的关系——强化学习可以帮助机器人做出复杂的决策，而机器人能验证强化学习在物理世界中的表现。强化学习在机器人学中的应用包括自动飞行器、机械臂、自动驾驶汽车和人形机器人等。但是，和在游戏世界中不同，机器人学的问题往往是高维、连续的，而且不能假设世界是完全可以被观察的、观察是没有噪声的，同时现实世界中的实验往往很难复现，例如对于打网球机器人，想要让机器人在完全相同的位置，以完全相同的力度从完全相同的角度击出，是做不到的，并且我们不希望机器人采取某些行为，比如会导致其自身毁坏的行为。

1. 案例分析

自动飞行直升机是一个具有挑战性的控制问题，同时由于直升机在低速时不稳定，为直升机在低速状态下设计控制引擎更是困难，而在这个应用实例中，作者成功地设计出可以使得直升机自动倒飞的控制引擎。

作者采用Bergen双旋翼式直升机，这种直升机长约150cm，高约55cm。由于智能体操纵直升机，很容易将直升机损坏，而直升机价格昂贵，所以让智能体直接操纵直升机的方案不可行。作者的方案是：先用有监督学习学出一个可以模拟直升机飞行的模型，进而建立模拟器，从而在上面使用强化学习训练智能体。

直升机的状态可以用一个八维向量进行表示：其中两维表示直升机中线的方向，三维表示直升机的速度，最后三维表示直升机中线的角速度。而直升机飞行的标注数据由人类操纵直升机获得，这样就可以通过有监督学习得到，即在真实环境中的状态转移，从而建立一个模拟器。

在强化学习问题中，奖励函数设置为一个二次惩罚项，反映直升机与目标位置的距离直升机中线角度与目标中线角度的距离，使用神经网络来表示策略，用蒙特卡洛方法进行探索。

这样，作者就成功地设计出可以使得直升机自动倒飞的控制引擎。

1. 将强化学习应用到机器人领域存在的困难

首先是维数灾难。根据Bellman提出的“维数的诅咒”，随着维数的增加，需要收集的数据和所需的计算时间呈指数增长。而由于机器人动作的灵活性，往往有很高的维数。

再者，收集真实世界的数据要耗费更多的劳动力、时间、财力等。如果要像案例一样建立一个模拟环境，而建立模拟环境本身又是一件耗时耗力的事情。

并且，建立合适的目标也存在困难。由于强化学习很容易利用规则的漏洞，如何建立一个好的奖励函数是一个问题。
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